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Motivation: Serendipitous Sources

Pulsar Wind Nebula

Has a multi-wavelength counterpart
Classified as a star

Chandra 2MASS

How can we find more rare Galactic objects in X-ray catalogs?
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Motivation: 
Source Catalogs

• Most sources in the images of archived X-ray 

observations are serendipitously observed and their 

nature remains unknown

• Chandra Source Catalog version 2.1 contains about 

410,000 unique sources (data up to end of 2021)

• 4XMM-DR13 catalog contains almost 660,000 unique 

sources

• How can we locate the most 

interesting sources?

ChandraXMM-Newton

0.5-10 keV 0.5-8 keV



Motivation: 
Classifying 
bright X-ray 
sources

• Often need to locate the correct multi-wavelength 

counterpart 

• Gather data from various multi-wavelength 

observing campaigns (e.g., 2MASS, VPHAS+, Gaia)

• Obtain optical/NIR spectra to identify nature of 

source

• Costs time and resources

Pan-STARRs y-band MDM optical spectrum

Hare et al. (2021)



Motivation: 
Most sources 
are faint!

Chandra Source Catalog Version 2.1 

0.5-7 keV



Motivation: 
Faint X-ray 
sources

• Multi-wavelength data is critical for classifying faint 

sources

• Manual classification often consists of looking at 

various 2D parameter plots to separate classes

• Limited to 2-3 dimensions and no rigorous way to 

assign a confidence to a given classification

Plots made using XCLASS; see Yang et al. (2021)



Solution: Machine Learning

• Artificial intelligence may eventually one day destroy us; however, 

until then we can take advantage of it!

• Machine learning can be used to handle large datasets and a large 

number of parameters (features)

• Several previous works in this area include McGlynn et al. (2004), 

Broos et al. (2013), Lo et al. (2014), Farrell et al. (2015), Kerby et al. 

(2021), Perez-Diaz et al. (2024)



Machine Learning Overview: 
Training Dataset
• Training dataset shown by colored circles representing sources of KNOWN types

• Unknown sources are assigned a type based on training data in vicinity



MUWCLASS: 
Training 
Dataset

Red back and black widow MSPs in LMXB class

Image credit: B. Knispel / C.J. Clark / Max Planck Institute for Gravitational Physics / NASA’s Goddard Space Flight Center.

Yang, Hare, et al. 2022



• Heavily Imbalanced Training Dataset

Currently we use the Synthetic Minority Over Sampling 
Technique (SMOTE; Chawla et al. 2011)

• Observational Biases

Most AGN in training dataset are located far off the 
Galactic plane. We correct this bias by applying 
extinction to AGN based on location of sources being 
classified in the plane.

MUWCLASS: 
Observational 
Biases



MUWCLASS: 
Random Forest

• Bootstraps training dataset

• Uses a random subset of feature at each split

• Helps reduce overfitting

• Pipeline is modular, so any algorithm from scikit 

learn can be used (assuming right normalization is 

applied)

Pedregosa et al. (2011)



MUWCLASS: 
Uncertainties 
on Fluxes/
Magnitudes
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1 0 0

0 0.75 0.25



MUWCLASS: 
Uncertainties 
on Fluxes/
Magnitudes

• Monte Carlo method to account for measurement 
uncertainties of features

• Resample all sources (both training dataset and 
unclassified sources) many times 

• Recalculate features (e.g., Hardness ratios, colors) 
based on resampled features before passing to 
Machine Learning Algorithm

See also Probabilistic Random Forest: Reis et al. (2018)



• Probability distributions, instead of vectors, for classes assigned to sources

MUWCLASS: Classification 
distributions

Source 1



MUWCLASS: Performance Recall

Confident (~81% total)All

Overall accuracy: 88% Overall accuracy: 97%

Class Averaged accuracy: 70% Class Averaged accuracy: 80%



Classification of CSCv2 sources



• Removed sources with positional uncertainties >1” to limit source confusion

• Also removed sources sources with various CSC flags (extended/confused)

• Left with ~66,000 sources

Classification of CSCv2 sources



Classification of CSCv2: Simple 
Checks HMXBs

• HMXB 4U 1416-62 had a catalog position >5” offset from the Chandra position, so was 

not included in our training dataset

• It was our most confidently classified HMXB with a probability of ~80%



Classification of CSCv2: Issues and 
Biases

• These classes can not be trusted 

????
Confident



Classification of CSCv2: Issues and 
Biases

• NS virtually all too faint to be detected by multi-wavelength surveys used in training 

dataset 

• Many LMXBs also have counterparts too faint to be detected by multi-wavelength surveys 

used in training dataset, hence they become confused with the NS class

• Sources too faint to be detected by these  MW surveys (e.g., M-dwarfs, absorbed AGN) 

will be preferentially classified as NS/LMXBs UKIDDs J-band 2MASS J-band

Klingler et al. 2020



Example use cases
• Searching for X-ray counterparts to GeV Sources

• Classifying sources in Globular Clusters (See poster #5 by Steven Chen today)

Klingler et al. 2020

Rangelov et al. 2024

Correctly identified a NS

Yang et al. 2024

Identified new AGN counterparts
https://muwclass.github.io/MUWCLASS_4FGL-DR4/

Chen et al. in prep

Omega Cen HST



Future Improvements: Deeper 
Surveys

• Update to more sensitive surveys (e.g., Pan-STARRs, DECaps, Vista VVV)

Vista VVV 2MASS



• Inclusion of new radio surveys:

• Australian SKA Pathfinder 

Telescope (ASKAP)

• VLA All-sky Survey (VLASS)

• MeerKAT source catalog

Future Improvements: New Multi-
wavelength Features

ASKAP 

• Distances and proper motions 

from Gaia eDR3 

Gaia

https://www.atnf.csiro.au/projects/askap/index.html

https://upload.wikimedia.org/wikipedia/en/0/01/Gaia_spacecraft.jpg

ZTF

https://www.ipac.caltech.edu/project/ztf

• Large field of view optical time 

domain surveys:

• ZTF

• TESS

• VCRO



Creating Training Datasets
• Tedious process, must be careful to select correct 

counterpart in crowded regions of Galactic plane.

• This often requires a review of the literature.

• Many source catalogs are not up to date

• ADAP funded project to create living catalogs 

based on CSC v2.1, 4XMM, eROSITA, and Swift 

source catalogs

https://asd.gsfc.nasa.gov/Koji.Mukai/iphome/catalog/alpha.html

Intermediate Polar Catalog



Conclusion
• We have developed an automated machine 

learning pipeline to efficiently classify X-ray 
sources based on their X-ray and various multi-
wavelength properties

• We have also included a framework to account 
for uncertainties and source confusion

• Overall performance on most common source 
types (e.g., AGN, YSO, Low mass) stars is very 
good and has been used in various 
environments (GeV sources, globular clusters, 
etc.)

• Need to build the infrastructure (e.g., catalogs) 
to handle and keep track of newly discovered 
sources and their multi-wavelength datasets.

Pipeline and training dataset publicly available at: 
https://github.com/huiyang-astro/MUWCLASS_CSCv2

Link can be found in Yang, Hare, et al. 2022 

https://github.com/huiyang-astro/MUWCLASS_CSCv2
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