
Chandra Data Arhive OperationsArnold H. Rots, Sherry L. Winkelman, St�ephane Paltani, Edward E. DeLuaSmithsonian Astrophysial Observatory, 60 Garden Street, Cambridge, MA 02138 (USA)ABSTRACTThe Chandra Data Arhive plays a entral role in the Chandra X-ray Center (CXC) that manages the operationsof the Chandra X-ray Observatory. We shall give an overview of two salient aspets of the CDA's operations,as they are pertinent to the operation of any large observatory.First, in the database design it was deided to have a single observation atalog database that ontrolsthe entire life yle of Chandra observations (as opposed to separate databases for uplink and downlink, as isommon for many sienti� spae missions). We will disuss the pros and ons of this design hoie and presentsome lessons learnt.Seond, we shall review the ompliated network that onsists of Automated (pipeline) Proessing, arhiveingest, Veri�ation & Validation, reproessing, data distribution, and publi release of observations. The CXC isrequired to deliver high-level produts to its users. This is ahieved through a sophistiated system of proessingpipelines. However, oasional failures as well as the need to reproess observations ompliate this seeminglysimple series of ations. In addition, we need to keep trak of allotted and used observing time and of proprietaryperiods. Central to the solution is the Proessing Status Database whih is desribed in more detail in a relatedposter presentation.Keywords: data arhive, data proessing, data distribution, observatory operations, X-ray1. INTRODUCTIONThe life yle of astronomial observational data starts with an idea born in someone's brain or in a disussion;it ends with the last reading of a paper from the olletion of artiles that referene the data in some way orother. The involvement in this life yle of the institution that is responsible for the operation of the telesopewith whih the observations are made and for the preservation and dissemination of the data produts has ade�nite beginning, but an inde�nite end: it starts with the reeipt of a proposal but does not end until the dataare absolutely obsolete - even for historians.The traking of an observation, its spei�ation, status, and subsequent data produts | all oneivablyin multiple versions | is ruial for the integrity not only of the observatory's operations but also of the datadepository that holds the produts during and after the mission. There are (at least) two aspets of thisproess that are ruial to the design and implementation of the observatory's infrastruture: the observationatalog database and the quality ontrol um data release proess. As suh, their spei�ation ought to be aentral driver in the design of all other parts of the observatory's elements. Regrettably, they often end up asafterthoughts that need to be shoehorned into ill-�tting interfaes. On the other hand, we must onede thattheir own design is usually lagging a shedule that would be appropriate to their entral role, generally due toa lak of lear insight early on in their requirements and in the requirements of the other omponents that theyare expeted to �t in with.Send orrespondene to AHR; E-mail: arots�head-fa.harvard.eduCopyright 2002 Soiety of Photo-Optial Instrumentation Engineers.This paper was published in Observatory Operations to Optimize Sienti� Return III, Peter J. Quinn, Editor, Pro-eedings of SPIE Vol. 4844, p. 172, and is made available as an eletroni reprint with permission of SPIE. One printor eletroni opy may be made for personal use only. Systemati or multiple reprodution, distribution to multipleloations via eletroni or other means, dupliation of any material in this paper for a fee or for ommerial purposes,or modi�ation of the ontent of the paper are prohibited.



This paper desribes and analyzes the role and interfaes of the observation atalog and of the database thatis traking the onglomerate of Automated Proessing (AP), Veri�ation and Validation (V&V), and versionontrol system as managed by the Chandra Data Arhive (CDA) Operations Group within the Chandra X-rayCenter's (CXC) Data Systems division. We hope that the lessons learnt will be useful to future missions andobservatories. 2. THE CHANDRA X-RAY OBSERVATORYThe Chandra X-ray Observatory (CXO) is a spaeraft, launhed in July 1999 that arries an X-ray telesopewith two main instruments, the Advaned CCD Imaging Spetrometer (ACIS) and the High Resolution Camera(HRC), supplemented with optional transmission gratings. It provides imaging and spetrographi apabilitiesthat are unpreedented in the X-ray band. It is the �rst | and will for a long time be the only | X-raytelesope that provides sub-arseond spatial resolution in the 0.2{10.0 keV band. The mission is operated by theSmithsonian Astrophysial Observatory at the Harvard-Smithsonian Center for Astrophysis in Cambridge, MA,under ontrat with NASA. This operation overs the entire institutional life yle of the observations: editingthe NASA Researh Announement, reeiving observing proposals, managing the peer review, Mission Planning(MP), ight operations, reeipt and proessing of telemetry, V&V, data arhiving, and data distribution.3. THE CHANDRA DATA ARCHIVE (CDA)The CDA omprises three major omponents: a database server, a data produts warehouse, and interfaes foringest, searh, and retrieval. Funtionally, we an distinguish the following omponents:� Observation atalog; this atually is a onglomerate of several databases but may be onsidered one unitfor the purposes of this paper.� Automated Proessing (AP) status database; a database that traks the status of eah observation in theautomated proessing pipelines, in reproessing, V&V, and data distribution.� Data produts databases; trak the loation of data produts in the data warehouse, hold metadata, andontrol versioning.� Data warehouse; ontains all versions of all data produts.� Ingest interfae; for ingest of data produts by prodution pipelines.� Searh and Retrieval (S&R) interfae; for operations personnel and for users.In this paper we shall desribe some of the lessons learnt in onnetion with the observation atalog andonentrate on the funtion and working of the AP status database. The Arhive Operations team bearsresponsibility for the maintenane and integrity of the CDA, and thus for these databases.For ompleteness we list here the other tasks of the Chandra Data Arhive Operations Team to provide thereader a more omprehensive view of arhive operations ativities and responsibilities.� Maintain and update the observation atalog, following requests by the Diretor's OÆe and and UserSupport.� Monitor ingest of data produts and repair failures; we built a speial database for this.� Ensure the integrity of the databases and the data produt holdings.� Maintain onsisteny between various opies of the arhive (suh as mirrors and the ftp arhive).� Provide the formatting standards for all FITS �les that are to be arhived.� Provide usage statistis.



� Distribute proprietary and publi data to users.� Control publi release of observations.� Provide spei�ations for arhive hardware.� Monitor the performane of arhive hardware.� Monitor database and arhive servers.� Provide spei�ations for and testing of user interfaes.� Provide support for integration and testing of new software releases.� Maintain ftp spae for data downloads and various speial produts, suh as alibration �les.� Provide user assistane, for CXC personnel as well as outside users.� Manage arhive user aounts.� Maintain Chandra bibliography; this requires every month an extensive searh� Maintain the CDA webpages.� Coordinate and ollaborate with other data enters on poliy issues and interoperability.4. THE OBSERVATION CATALOGMany past missions have stritly separated the management of pre-observation (\uplink") and post-observation(\downlink") databases. There are lear advantages to this approah sine the uplink and downlink requirementsare very di�erent and sine both require a fair amount of exibility, in the fae of many operational unertaintiesand rushed shedules. Suh a system is simpler, there are fewer ompliated interrelations, and hene one anmore readily respond to requests for modi�ations without fear of breaking something on the other side.On the other hand, having all operational ativities ontrolled by an observation atalog in a single databaseontributes in no small way to the integrity of the �nal data holdings. It does require, however, a solid, wellthought-out design that is done very early on and takes into aount all known requirements of all knowninterfaes, while also allowing for shifting requirements in all those interfaes. That may sound like a utopianimpossibility, but it is atually possible, provided one does a areful system analysis early in the projet.The funtion of the observation atalog in the CXC is illustrated in Fig. 1. The user generates a proposalfrom whih approved observations are ingested into the observation atalog. The entries ontain all pertinentinformation, suh as oordinates and approved time, as well as instrument on�gurations and observationalonstraints. This, in turn drives Mission Planning, resulting in weekly observation programs whih are uplinkedto the spaeraft and fed bak into the observation atalog, so that the database knows what the status of eahobservation is. The downlink telemetry is fed into the AP pipelines whih onsult the observation atalog onwhat is expeted and what needs to be done with the data, and whih, in turn, update the observation atalogwith relevant status information and metadata. The AP data produts are ahed and subsequently ingestedinto the data arhive, at whih point metadata are extrated and stored in related databases. Finally, theuser may query the observation atalog on the status of his/her observation and browse and retrieve the datathrough use of the data arhive databases.The �rst lesson learnt is that the spei�ation of the observation atalog needs to take plae very early on,that it needs to be the result of a thorough and wide-ranging requirements analysis, and that it needs to bedesigned to be able to handle onsiderable hanges in these requirements. On the AP and S&R side this is fairlystraightforward, as long as one onduts a thorough analysis of the metadata that are needed for the variousfuntions and one designs expliitly a mehanism that allows new elements to be added seamlessly later on.The same is true for the proposal interfae.
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Figure 1. Funtion of the observation atalog in CXC. The sizes of the boxes in the CDA imply nothing about theirrelative data volume, but the thikness of the arrows indiates whether the data transfer volume is heavy or not. \DataProduts Arhive" is the data warehouse, \ArDB" the data produts databases, and \ArSrv" the interfae server.The MP interfae is far trikier and the requirements are muh more stringent, in no small measure beauseMP is usually onsidered to be a \mission ritial" operation. First, one needs to protet the MP proess fromexternal hanges to the observation atalog that would a�et the planning proess that is in progress. Seond,one needs to build in a mehanism that prevents multiple instanes of the MP proess to get into eah other'sway while still allowing (ontrolled) manual intervention. Third, all this needs to funtion in a very simple way(i.e., no ompliated setting and resetting of loks by the user), and it needs to funtion without impeding theuser in emergeny situations, allowing almost any kind of override while preserving all pertinent information.Finally, one needs to be ognizant of the fat that most missions do not operate in the way foreseen prior tolaunh; hene, the system must allow for major hanges in planning proedures. And one needs to realize thatight software and ight operations software do not always perform as assumed or as advertized.The situation is not as hopeless as it may seem. If one onduts a solid system analysis, one should be ableto ome up with a good design. But there are four important dos-and-don'ts, based on our experiene:1. Do not assume to know exatly how things are going to work | suh an assumption would lead to adesign that is too rigid.2. Try to think through as many alternative and what-if senarios as possible | antiipation failitatesexibility.



3. Start on the requirements and spei�ations of the observation atalog very early on, preferably beforeany operations group has �xed any interfaes | this enourages synergy.4. Make sure all possible interfaes and requirements are overed, inluding, for instane, administrators whoneed to �le monthly performane reports | this minimizes unpleasant surprises.5. THE PROCESSING STATUS DATABASEContrary to what is ustomary in many other observatories, the CXC is required to deliver high-level produtsto its users; we expet this to beome more ommon. It is ahieved through a sophistiated system of proess-ing pipelines (AP), neessitating a quality assurane omponent that is implemented in the Veri�ation andValidation (V&V) system. Although this may seem a fairly simple series of onseutive ations, it makes inreality for a rather ompliated system of interrelated omponents, further ompounded by oasional failures(for instane, beause of missing data), as well as the need to reproess observations when improved alibrationproduts and proessing software beome available. In addition, we need to keep trak of allotted and usedobserving time and of proprietary periods. The proprietary period is, in most ases, one year from the shippingof the data, but there are exeptions to the one year period. In addition, the data shipped need to have been ofgood quality and the distribution needs to have been omplete; this last requirement is espeially relevant forsplit observations or observations that have lost time. The sequene of proessing pipelines (some two dozen)take the data from raw telemetry, through Levels 0, 0.5, 1, and 1.5 to Level 2. Levels 1 and 2 are of mostinterest to the users of siene data.Aside from keeping trak of observations in the proessing system, the database allows users to monitor theprogress of their observations in AP, and it provides valuable CXC performane statistis for our administrators.The AP Status Database and the Proessing Status Tool are desribed in detail in paper 4844-47. Figure 2presents the ow of observational data from telemetry to data distribution and publi release. The boxes withrounded orners indiate ativities and proesses, the boxes with the solid heavy borders are databases. For allpratial purposes, VVstat, SAPstat, and CPstat may be onsidered part of APstat, the AP status database;Obstat is the status omponent of Oat, the observation atalog. The ow involves the following steps:1. The telemetry data (TLM) enters the AP pipeline system whih inorporates three other subsystems:Speial Automated Proessing (SAP; when AP has trouble with the data and needs manual nudging),Custom Proessing (CP; when users request speial manual proessing or when AP/SAP would take toolong for any reason | usually problemati data), and bath reproessing (RAP; wholesale reproessingof large numbers of observations). CP has a speial plae among these sine its data produts are notingested into the arhive.2. AP updates APstat and ingests data produts as it progresses.3. A separate proess monitors whether ingest into the CDA is omplete and updates APstat.4. When proessing of an observation is �nished, APstat noti�es V&V.5. The resulting V&V report updates VVstat.6. If the V&V status indiates that review is required, it goes to the Chandra Diretor's OÆe (CDO) whihreports bak to V&V.7. Otherwise, if the data produts are deemed distributable, they are \promoted", i.e., made the urrentdefault produts. The opposite is \demotion", but this is exeuted later (see 15).8. The quality ags in APstat are updated.9. If distribution is warranted, Data Distribution is ativated.10. Data Distribution dates are updated in APstat.
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Figure 2. Data ow through Automated Proessing, Veri�ation & Validation, and Data Distribution11. APstat updates Obstat, inluding the publi release date.12. The publi release of observations operates autonomously on the basis of Obstat.13. If the V&V report indiated that reproessing is required, the observation goes bak for SAP and/or CP.14. SAP follows the same path as AP but additional information is kept in a separate database table, SAPstat,as well.15. If the V&V report prohibited distribution, demotion of produts ours under the ontrol of SAPstat,sine it needs to be determined whih produts exatly are defetive.16. CP is kept trak of in yet another table, CPstat; it also triggers V&V upon ompletion, VVstat andObstat operate similarly to AP, but no data produt ingest ours and data distribution is taken from aseparate diretory.



17. In a related ativity not inluded in the �gure, the primary (sienti�) data produts of an observation arewritten to an anonymous ftp site when promotion ours and the observation has been publily releasedin the past, or when an observation is released for the �rst time.We admit that this rather ompliated system is in many ways very Chandra-spei�. However, we wantto onvey four important notions. The �rst is that suh a database is of vital importane to the proessingoperations. The seond is that keeping areful trak of all ations that pertain to data produts and theirdisposition is immensely helpful for the integrity of the data arhive, for providing operational personnel aswell as users instant aess to the status of all observations, and for providing administrators aess to data forinstitutional performane statistis. The third is that when one does a areful analysis of the data ow throughthe various divisions, it is easy to spot de�ienies and see how these should be remedied; it ertainly made usrealize the pivotal role played by V&V. The fourth is that a proessing status database should be kept from thestart of operations. Even if the database struture needs to be revised at a later date, it is still easier to populatethe new database from the ontents of the old one. We started design and implementation 21 months afterlaunh and full population took four months, even though we had kept areful reords; we strongly reommendto start muh earlier, preferably before launh or ommission of the observatory.As it stands, the proessing status database is immensely helpful in aiding proessing operations. In additionwe have several ronjobs running that query this database and will sound warnings in a timely manner aboutdeveloping problems, allowing the various groups involved to take pro-ative ation.Finally, a word about time intervals. One should take note of the fat that di�erent ontexts requiredi�erent de�nitions of observing time intervals. At this point, six di�erent time intervals are assoiated witheah Chandra observation:1. Approved exposure time: the time alloated by the peer review (or, stritly speaking, by NASA HQ).2. Sheduled time: the planned duration of the observation, in the mission shedule.3. Administrative time: the length of period from end-of-slew till beginning-of-slew; this is used by NASAMSFC administration as a performane measure.4. Observation interval: from mid-slew before the observation till mid-slew after the observation.5. Exposure time: The amount of time during whih useful siene data were olleted, i.e., the usual meaningof the word \exposure".6. Charge time: the amount of time harged to the approved exposure time, in order to determine whetherthe observation is omplete and the user has reeived his/her due. This is nominally 80% of the approvedtime, exept in the ase of short observations: piees with less than 1000 s are dropped and observationsless than 3000 s only get one shot. Normally, the harge time is equal to the exposure time, but there areexeptions, for instane when di�erent CCD hips have wildly di�erent exposure times due to dead timeor telemetry saturation, or when a onsiderable amount of dead time was taken into onsideration alreadyin the alloation of approved time. As a result, the deision tree for harge time is fairly ompliated.All this information is, and needs to be, inluded in the Proessing Status Database.6. CONCLUSIONWe believe that the CXC has built a streamlined and well-running data proessing system and part of thequality and suess of this system may be attributed to the two major databases that ontrol these operations| the observation atalog and the automated proessing status database. Having said that, we also are awarethat we ould have had a better system, and espeially a better system earlier in the mission, if four years agowe had had our urrent experiene. This is not just a 20/20 hindsight statement: this experiene is transferableand we hope that this desription may aid future missions and observatory projets to perform even better. Wemay be reahed at arops�head-fa.harvard.edu.
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